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ABSTRACT  

In streaming data, most of time the past data, does not make any sense for the prediction of current and future analysis of an event 

due to many circumstances and noise. This result into a poor prediction and less accurate model which happens because, the 

classifier is trained to work on the past data. In this paper, we are presenting the basic skeleton and existing methods in non-

stationary type of data. This paper also discuss the weakness of current decision tree classifier i.e. problem associated with the 

searching of split point, memory size and running time complexity associated with classifier for non-stationary data as learning 

with small dataset and huge dataset is completely different. This paper gives an emphasis in the domain of speculations, statistical 

reasoning and forecasting to explore and understand the problems associated with the prediction model when it applies to a non-

stationary data. 
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Introduction  
 

The data is growing in an exponential manner and 

at a countless rate, which is coming up from a 

collection of equipments, networks, stock 

transactions, banking transactions and cell phones 

etc [1]. According to the survey in 2018, it is 

found that there is around 25ZB i.e. around 25 

billion TB of data worldwide.  Based on the 

calculation and the percentage growth, we can 

expect the growth in the data in the year 2025 

would be around 170ZB [2].  As such there is no 

standard definition of data stream, it changes from 

author to author in their explanation, but if we talk 

about data stream or non-stationary data, it is 

nothing but the data must be received or generated 

by the system or a user in a logical order and in 

the continuous way. The another way to express 

the definition of streaming data is, when we 

receive the data from multiple sources i.e. from 

the heterogeneous sources is referred to as non-

stationary data. This non-stationary data contains 

a very important information provided it can be 

extracted in a timely manner, before it losses it 

qualitative and quantitative information [3]. 

Various machine learning methodologies had been 

proposed which are adaptable in nature and 

having capability to handle non-stationary data, is 

used to find the information or trends associated 

with the online data; this is widely known as 

stream mining [4]. Due to the high velocity and 

continuous change in the data pattern with respect 

to its size, it becomes very difficult to handle the 

streaming data and comes up with many 

challenges for real time interpretation, forecasting 

and prediction.  

In this research paper, we had provided a detailed 

study of the non-stationary data and its mining 

with a emphasis on challenges which are 

associated with the mining of non-stationary data. 

This study is concerned with the supervised non-

stationary techniques. This study highlights the 

limitations of existing decision tree classifiers 

with respect to the non-stationary data.  

 

LITERATURE REVIEW 

The researchers working in the field of stream 

mining and machine learning very well knows that 

the non-stationary data grows exponentially and 

having very high velocity compare to the 

stationary datasets.  The problem associated with 

the non-stationary data is the concept drift which 

makes it difficult to train the prediction model or 

classifier to work with the continuous stream of 

heterogeneous data. Hence, it is very much 

necessary for the algorithms to get adaptive with 

the resources availability and various other 

factors. As non-stationary data is having evolving 
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nature we had done detailed survey on present 

non-stationary data prediction algorithms like rule 

based, hybrid or ensemble, nearest neighbor, 

statistical and tree structured [5]. The below 

mentioned table i.e. Table No. 1, gives complete 

description of the algorithms.  

 

 

 

Table 1 : Comparison of various non-stationary data Classification techniques 

Sr. No. Non-  stationary 

Data Classification 

Techniques 

Publication 

year 

Key Highlights Classification 

group 

1 Incremental Tree 

Induction [6] 

1997 The proposed algorithm requires a huge 

amount of memory and is the only 

reason not applicable for massive non-

stationary data stream. 

Based on Tree 

methods 

2 Very Fast Decision 

Tree Learner [7] 

2000 The proposed method will be useful, if 

there is same amount of correct trees 

compared with the traditional system 

and computing resources is same. It 

consumes less memory and can 

forecast in an online environment. In 

this technique, Hoeffding method is 

used for doing the calculation of output 

with respect to the conventional 

learner.  

Based on Tree 

methods 

 

 

 

 

 

 

 

3 Ensemble Based 

Technique for non-

stationary data [8] 

2001 This paper proposed an technique of 

anytime learning for the given 

problems of any type (it may be huge 

or small). This method works with 

independently with respect to the said 

classifier.  

Based on 

Ensemble 

Method 

4 OD-Classification 

on non-stationary 

data [9] 

2004 In this, dynamic approach is used for 

both training and testing purpose of 

classification of non-stationary data-

streams. The classifier is trained in live 

scenario over the non-stationary 

datasets, here goal is to develop a 

classification model which can easily 

adapt the change in the live data. 

Based on Rule 

5 VHT- Vertical 

Implementation   of 

Hoeffding tree [10] 

2013 It uses the method of partitioning of the 

non-stationary data vertically and 

performs parallel computations. 

Based on Tree 

methods 

6 Non-stationary 

mining classifiers 

[11] 

2013 In this paper author proposed an 

algorithm which is based on VFDT 

method.  

Based on tree 

method 
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7 SimC [12] 2014 It easily captures the change in non-

stationary data and builds the model for 

immediate prediction. 

Based on rule 

 

8 MNS-Learning 

using Decision 

Trees [13] 

2014 It uses a decision tree for the learning 

of markov structure. 

Based on Tree 

Method 

9 OSC-based 

Incremental semi-

supervised learning 

[14] 

2015 This method is useful when the training 

non-stationary data is very limited, i.e. 

very less number of labels are 

available. 

Based on rule 

10 Classifier based on 

Clustering approach 

[15]  

2015 It uses the distance metrics and uses 

kernel method of clustering. 

Based on rule 

11 Dynamic 

Classification model 

[16] 

2015 The proposed model uses support 

vector machine and based on 

incremental method. 

Based on rule 

12 Plug-and-Play Dual- 

Tree Algorithm 

Runtime Analysis 

[17] 

2015 The proposed method explores the 

relationship between present data and 

past data in a rapid manner. It easily 

identifies the change in the incoming 

non-stationary data with less time and 

space complexity. 

Based on tree 

method and 

nearest neighbor. 

13 Adaptive Decision 

Trees for UHF and 

LD [18] 

2017 This paper proposed a novel algorithm 

for handling ultra high feature of non-

stationary data.  

Based on tree 

method 

14 To tune or not to 

tune the number of 

trees in random 

forest [19] 

2018 This paper proposed a method for fast 

prediction of non-stationary data by 

using the less number of resources. It 

consumes less amount of memory 

compare to the algorithm mentioned. It 

is adaptive with the change in the data 

distribution 

Based on tree 

method 

15 FS- based DT [20] 2019 It is the most improved algorithm 

which uses a greedy top-down tree 

induction method for handling the non-

stationary data and gives a good 

accuracy. 

Based on tree 

method 

 

CONCLUSION & FUTURE SCOPE 

There are many classification algorithms available 

which works good with stationary datasets but 

they are mostly incompatible to work with non-

stationary data due to less amount of memory and 

takes very large time for accessing the data. This 

paper presents the detailed study on various 

algorithms which are designed for handling non-

stationary data. We had explored the minute 

details of each and every classifier which were 

developed since 1997-2019 and what 

classification techniques they used. In our future 

research work, we will be proposing a new 

scalable decision tree classifier which will 

overcome the limitation of present classifiers and 
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will be based on histogram method for 

classification of huge datasets and non-stationary 

data. 
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