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ABSTRACT  

Predicting protein-protein interactions (PPIs) has attracted much attention in recent years. Complexity of living systems depends on these 

interactions, as it controls healthy and diseased states in any organism.  Even though recent advances in high throughput technologies have 

amplified PPI data repository; high level of noise, sparseness and skewed degree distribution of data has been a hindrance in making any useful 

findings from these data. Most of the works in this area concentrated on missing link prediction, and only very few explored the possibility of 

predicting negative links, or links that might disappear from the network. This paper proposes a method to predict these negative links from PPI 

network using an adaptive genetic algorithm, which is further optimized using Minimum Weak Edge-Edge Domination (WEED) set.  The 

promising result obtained on MINT dataset asserts that the method can improve the quality of PPI data. 
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Introduction 

Protein interactions are vital for proper 

functioning of an organism. Even though they are 

vital, aberrant interactions may lead to disease like 

cancer. Hence research community is interested 

on these protein interactions; as more insight on 

these interactions may help of uncover the 

mystery behind many complex biological 

processes. But our knowledge about these 

interactions is incomplete, as identifying them 

through wet lab experiments are expensive [1], 

[2]. But experimental cost can be reduced by 

performing prediction on observed interactions, 

and focusing only on those predicted interactions 

[3]. This motivated towards link prediction which 

is one of major computational problem in this 

area.  

  Protein network is a very complex network 

as the link change dynamically. Due to this 

dynamicity these networks raises lot of 

challenges. Like, how long a pair of proteins will 

remain connected? What is the probability for two 

unconnected proteins to get connected in future?  

The challenge behind understanding these 

dynamics made link prediction an interesting 

problem for research community. While most of 

the existing works in these area concentrates on 

predicting links that might be added to the 

network; only very few addresses shrinking 

problem of predicting links that might drop from 

the network. This paper proposes an efficient 

method for predicting links that may get dropped 

from the network. The algorithm works in two 

phases. First phase consists of an adaptive genetic 

algorithm which predicts weak links. In the 

second phase, the result obtained is further 

optimized using Minimum Weak Edge-Edge 

Domination set [4] of the protein network. The 

results obtained assert that the method can be used 

as an effective method for link prediction in 

protein network. 

 

Literature Review  

  

Protein-protein interaction networks are 

considered to be one of the most intensively 

analyzed networks in biology. A large number of 

biochemical and biophysical methods exist to 

detect these interactions [5],[6]. Nowadays, there 

is a paradigm shift to graph theory techniques to 

study these interactions, as molecular biology 

techniques used are very expensive and time-

consuming. A method to identify negative links 

from positive links predicted was presented by 

Wadhah Almansoori et. al.[7], which authors 

applied to health care and stock market models. 

Spurious and missing interactions were identified 

through a generative network model by Yuan Zhu 

et. al.[8]. It assumes that link exists between two 

proteins if they have higher propensities on one or 

more dominant latent factors in the generative 

network model. Olesksii et.al.[9] proposes a 

method to predict interactions using geometric 

graph model. It uses spectral decomposition to 
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identify indirect neighbors in the network, which 

make it computationally expensive and intractable 

for large and incomplete PPI networks. Another 

drawback of this method is that, in addition to the 

confidence score generated by the algorithm, it 

uses GO annotation also to identify negative 

interactions. All the above methods, one way or 

other uses biological information also to predict 

the links. Since biological experimental methods 

are very time consuming and expensive, there is 

need for computational methods to predict 

protein-protein interactions with minimum prior 

knowledge from biological experiments. Yi 

et.al.[10] suggests a global geometric affinity 

method based on diffusion process to avoid the 

spectral decomposition problem in the method 

suggested by Olesksii et.al.[9]. Here, dot product 

between a pair of high-dimensional vectors 

represents the affinity (similarity).But, the main 

drawback of the method is that the probability 

based algorithm proposed to select the optimal 

propagation step which plays a critical role in 

fitting the PPI network into the geometric space is 

not well defined. A combination of common-

neighborhood and distance-based method is used 

to improve the quality of a PPI network was 

proposed by Chengwei et.al.[11]. Yu Chen 

et.al.[12] presents “Sim”, a link prediction 

approach based on proteins‘ complementary 

interfaces and gene duplication. Huiyan Sun et.al. 

proposed Extended Local Path Gain (ELPG) 

method, which improved local path method by 

integrating neighbors’ relationship of the target 

protein pairs to identify target protein pairs in PPI 

network[13]. 

In this paper the spurious links in a protein 

network is predicted using only topological 

properties of the network.  Here, the interactions 

which have a chance to get missed from a protein 

network were first predicted using Adaptive 

Genetic Algorithm and later optimized through all 

possible Minimum Weak Edge-Edge Domination 

(WEED) set of the network.   

 

Methods and Data 

 

Data 

 

Protein-protein interaction data downloaded from 

MINT[14] database consisting of 187455 protein 

interactions among 12119 proteins was used for 

the present study.  To learn more about the dataset 

degree distribution of all proteins were plotted. 

From Figure1(a) the skewness value of the dataset 

is 4.64, with degree of the proteins ranging from 1 

to 600. Most of the proteins has small degree, with 

around 50 percent of them within degree 4. 

Average degree is about 20, but 75 percent of the 

nodes have a degree 12 or less.  Although most 

nodes are with small degree, there are a few nodes 

with degree above 500, forming long tail in the 

distribution, probably form hubs in the network.  

These hub proteins with degree greater than 

majority of the proteins makes the degree 

distribution follows power law; and hence the 

scale free property of the PPI network. 

As the interactions are very huge, random 

sampling was done without disturbing the degree 

distribution of the network. Performance of the 

algorithm was then verified using test data set 

generated from sampled data. All existing method 

prepares the data for simulation by randomly 

inserting interactions. This may disturb the 

statistics of the dataset. But here, care is taken to 

generate statistically significant data without 

disturbing the global structure of data. Assuming 

that the network follows a Gaussian distribution, a 

link was inserted into the network based on a 

Gaussian probability value. This is done by 

selecting pref random proteins from the sample 

data set. Let the set of all proteins within a given 

circumference from pref  be represented by pcur. 

Calculate the Mahalanobis distance d, from pref to 

pcur. Then p = e-d  represents the probability of  

protein pcur with respect to the reference protein 

pref. If there is no connection between pref and pcur 

and the probabilty p is greater than a randon 

value, then a connections is established between 

two proteins.  Degree distribution of the generated 

data set was compared with sampled data, to 

ensure that it follows the same pattern. If it shows 

different degree distribution than the original 

dataset, it is discarded and the process is repeated 

until both the dataset follows similar distribution. 

The degree distribution of the sampled dataset and 

the test data set is given in Figure 1(b). and Figure 

1(c). respectively. 
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Figure 1(a). Degree distribution of MINT dataset (b). Degree distribution of sample dataset (c). Degree 

distribution of test dataset 

 

Adaptive Genetic Algorithm 

 

Consider an undirected graph G(V,E), with V 

and E as set of vertices and edges respectively. 

More similar two nodes are, more likely they are 

connected. In the proposed method missing links 

in a protein network were predicted using 

Adaptive Genetic Algorithm [15], with population 

size and chromosome length as the only 

parameters passed. As the algorithm automatically 

selectst the parameters selection, mutation, and 

crossover are all parameter-free.  

Consider a population of NP chromosomes, 

encoded by L locus, arranged as a population 

matrix A with NP rows and L columns. Thus each 

row in matrix A represents one chromosome with 

a probability p (0 < p < 1) to undergo mutation.  

From matrix A, a mutation matrix M is formed 

with Mij(i = 1, ...,NP ; j = 1, ...,L) representing the 

mutation probability of Aij. Arrange the 

chromosomes in the non-increasing order of their 

fitness. i.e., for i < j, fi ≥ fj, where fi and fj 

represents the fitness value of a chromosomes i 

and j respectively. In mutation matrix, loci are 

arranged according to the standard deviation σ(j) 

of the allele distribution as given in Eq. (1), with 

V represening the number of possible alleles for a 

locus.  

                                      

              (1) 

where                            (2) 

Here, C(f(i)) represents fitness cumulative 

probability of chromosome i, which is directly 

proportional to the information gain as given in 

Eq. (3).  

                        

                 (3) 

where N(g) is the number of chromosomes with 

fitness value g. In any chromosome, for any two 

loci i and j, information content in locus j will be 

greater than locus i, if σ(j) < σ(i). Hence standard 

deviation is used here to evaluate information 

content of a locus. Arrange the loci in the non-

increasing order of standard deviation. i.e., for i < 

j, σ(j) < σ(i). And hence in mutation matrix more 

information is with loci located in higher rows and 

those closer to the right side. In each generation, 

(a) (b) 

(c) 
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based on the fitness cumulative probability 

chromosomes were selected for mutation.  The 

probability for ith row to get selected for mutation 

is given in Eq. (4). 

       α(i) = 1 – C(f(i)).                 (4) 

Therefore, more fitter a chromosome is, less 

chance to get mutatuted and hence high 

proababilty to survive. The number of loci that 

undergo mutation Nmg will be as represented in 

Eq. (5).   

       Nmg  = α(i) x L .                 (5) 

Thus, in the selected chromosome, mutate 

Nmg leftmost loci which are actually the least 

informative loci of the chromosome. When the 

algorithm starts, the chromosomes are randomly 

generated and alleles are randomly distributed, 

hence the standard deviation will not be so 

informative. But as the algorithm progresses, 

chromosomes acquire good structure. The 

algorithm gives better performance than 

traditional genetic algorithm in terms of both 

speed and quality of solution because, using the 

above described fitness ranking and loci statistics 

it can determine Mij dynamically. 

Crossover is performed by calculating 

hamming distance between two chromosomes. 

Calculate an NP x NP distance matrix H with an 

element Hii’ equal to the number of different 

alleles in ith and i'-th chromosome, which actually 

represents the distance between two 

chromosomes. Hence smaller difference between i 

and i’, more similar they are.  After defining the 

matrix H, chromosomes are selected for 

crossover. Probability to select the first 

chromosome is given in Eq. (6), which is the 

fitness cumulative probability. 

                 PCI(i) = C(f(i)) .                          (6) 

The probability to select the second chromosome 

depends upon the first chromosome already 

selected, and it is as in Eq. (7). 

                                                       

       (7) 

If both the chromosomes are the same, the second 

one is chosen again from remaining chromosomes 

until both are different. After selecting two 

chromosomes, selective crossover [16] is 

preformed to maintain balance between 

exploration and exploitation. Selective crossover 

is based on the fact that even though 

chromosomes may only have a life span of one 

generation, its genetic unit lasts for many 

generations. It uses an extra dominance vector 

with every chromosome to accumulate knowledge 

about previous generations; also to promote 

prosperous genes during crossover to next 

generation. In selective crossover, the probability 

for performing crossover at a position depends on 

previous generation, which gives selective 

crossover an extra edge over uniform crossover 

where the probability is fixed. There is no limit in 

number of times a chromosome can participate in 

crossover during one generation. 

One of the main concerns of any genetic 

algorithm is to maintain a proper balance between 

exploration and exploitation. To address this 

problem, a history table is created which stores all 

the chromosomes generated during various 

generations. It also maintains activation 

frequencies with respect to all individuals 

evaluated during evolution. Chromosomes for 

next generation are selected based on its novelty 

value, which is calculated as the reciprocal of its 

activation frequency in the history table. It helps 

to maintain the diversity among chromosomes in 

the population. In each generation, first carry out 

crossover and then perform mutation. After 

crossover and mutation fitness and cumulative 

fitness probability of all selected chromosomes is 

updated. 

  

Link Prediction using Adaptive Genetic 

Algorithm and Minimum WEED set  

 

In a PPI network, less similar the proteins 

are, the more chance that the interaction between 

them may get dropped in future. Here, these 

negative links can be predicted using Adaptive 

Genetic Algorithm. Algorithm uses a population 

matrix P where each row represents a 

chromosome.  A single row can be considered as a 

consolidated form of an adjacency matrix.  Given 

a graph G(V,E), an adjacency matrix, A is a 

binary matrix were for every pair of nodes i,j ∈ V, 

Aij equal to 1 if node i is connected with node j, 0 

otherwise. A single row in the population matrix 

is formed by concatenating n rows of the 

adjacency matrix A, where n represents 

cardinality of vertices in G. Hence xth entry in a 

row corresponds to (x div n) row and (x mod n) 

column in the adjacency matrix A, i.e., it 

represents the interaction between proteins (x div 
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n) and (x mod n). Algorithm begins with an initial 

population size of 24 chromosomes. First 5 

chromosomes of the population matrix represents 

the link predicted using five standard algorithms, 

viz., Common Neighbors[17], Jaccard 

coefficient[18], Adamic Adar[19], Preferential 

Attachment [20] and Local Random Walk [21], 

while remaining 19 chromosomes are generated 

randomly. System is then trained to predict links 

by applying Adaptive Genetic Algorithm on the 

population matrix. Once the algorithm converges, 

better chromosome emerges with fittest 

chromosome in the topmost row. In any 

chromosome, loci are arranged in non-increasing 

order of standard deviation, or loci towards left 

represent least informative ones and 

corresponding links more likely to get dropped in 

future. For every loci x in the selected 

chromosome, a similarity score is calculated as  

                             Sx =1- σ(x) .                           (8)                                                   (8) 

This gives the similarity score for the interaction 

between proteins (x div n) and (x mod n) in the 

selected chromosome. The interactions 

representing loci towards left will have low 

similarity score or those interactions are more 

likely to get dropped in future. As edges in the 

minimum WEED set represent weak connection 

in any network[22][23], the predicted result is 

further optimized by finding minimum WEED set 

of the graph.  Schematic overview of the method 

is given in Figure 2.        

 
Figure 2. Schematic overview of Negative Link 

Prediction in Protein Networks 

 

Results and Discussion 

  

Probable links to get dropped in future is 

predicted using five standard methods viz., 

Common Neighbors, Jaccard coefficient, Adamic 

Adar, Preferential Attachment and Local Random 

Walk.  Results of these methods represent five 

different chromosomes in the population matrix, 

while remaining 19 chromosomes are generated 

randomly.  Adaptive Genetic Algorithm is applied 

on a population matrix of size 24 including 

chromosomes generated using standard methods. 

The links predicted from Adaptive Genetic 

Algorithm is further optimized by calculating all 

possible minimum WEED-set. 

 

 

Reconstructed Network with WEED improves 

accuracy 

Generate sample 

Predict links using 

standard methods 

 

PPI Data 

Create population matrix 

Apply Adaptive Genetic 

Algorithm 

Create undirected 

graph 

Extract links with low 

similarity score 

Compare  

edge set 

Form minimum 

WEED set 

Predicted link 
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To evaluate the effectiveness of WEED algorithm, 

experiments were conducted with different ratio 

of edges added according to Gaussian probability 

value. A comparison of result before and after 

applying WEED algorithm is given in Figure 3. 

From the figure it is clear that the WEED 

algorithm is able to reduce the false positive rate 

by 9.5 percent. 

 

 
 

Figure 3. False Positive Rate on MINT dataset 

 

Reconstructed Network has better functional 

relevance 

 

The edges in the PPI network are divided into 

different groups. Edges which were present in the 

input network and the reconstructed network are 

called “before” and “after” groups respectively. 

The newly added edges in the reconstructed 

network are called “new” group and those which 

were present in the original dataset but removed 

from reconstructed network are called “removed” 

group. The edges which were present in both 

original and the reconstructed network are called 

“confirmed” group.  

 

The functional relevance of the reconstructed PPI 

network is evaluated by comparing data obtained 

from essentiality of a gene in a protein complex. 

Since proteins interact with each other for proper 

biological activity, there is more chance for two 

interacting proteins to be in same protein 

complex. If they belong to same protein complex, 

there essentiality will also be same. i.e., if one 

gene is essential the other is also expected to be 

essential and if one is not essential, the other is 

also expected to be not essential.  Similarly, 

essentiality of two non interacting proteins will be 

different. This essentiality difference is used as a 

measure to identify weak interactions from a PPI 

network. 

 

 

 
Figure 4. Result on MINT dataset. (a) Fraction of 

edges in different groups. (b) Average Similarity 

score of edges in different groups. (c) Distribution 

of edges with various similarity score in removed 

group. 
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To analyze the functional relevance of various 

groups, distribution based on essentiality 

difference was calculated. Figure. 4(a) shows that 

fraction of essentiality difference on confirmed, 

new, after, removed and before groups were 7.9%, 

20.6%, 9.8%, 80.4% and 74.6% respectively. It 

may be noted that, highest difference is for 

removed group and it contribute the major portion 

of essentiality difference to the before group. 

Hence by removing interactions in removed group 

the essentiality difference in before group can be 

reduced to a great extent.  

To evaluate the performance of prediction, 

average similarity of various groups based on 

essentiality difference is presented in Figure 4(b). 

While the average similarity score based in 

essentiality difference of confirmed and new 

edges were 0.72 and 0.67 respectively, similarity 

score of removed group is only 0.31.  Hence weak 

interactions can be eliminated by targeting 

interactions with low similarity score. 

Further investigation on similarity distribution 

shows that removed group has larger ratio of 

edges for smaller similarity values and smaller 

ratio for high similarity scores. From Figure 4(c) it 

is clear that, similarity score for removed group is 

less than 0.3 for 74% of edges.  From all the 

above facts it can be concluded that the edges 

which were removed are less functionally 

relevant. 

 

Comparison with Existing Methods 

 

AUC and precision were calculated to quantify the 

accurarcy of the proposed method.  Area Under 

Curve (AUC) is used to evaluate the general 

performance of the algorithm, while consistency 

in prediction is evaluated using precision, which is 

the ratio of number of relevant items to the 

number of selected items. A comparison of AUC 

and Precision values of AGA with Random ]Walk 

with Resistance (RWS) [11] is given in Figure 

5(a) and Figure 5(b) respectively. It may be noted 

from Figure 5(a) that, the probability for a 

randomly chosen spurious link to have lower 

score than a randomly chosen non existing link 

can be improved using Adaptive Genetic 

Algorithm. Similarly, Figure 5(b) shows that 

Adaptive Genetic Algorithm was able to predict 

an average of 82.9 % links while precision for the 

spurious links predicted using RWS method is 

only 78%. 

 

Figure 5. (a) Dependence of Precision on ratio of 

dataset   (b) Dependence of AUC on ratio of 

dataset 

 

Conclusion 

 

Link prediction in protein network is an important 

problem as it is very helpful in analyzing and 

understanding cellular mechanisms. Most of the 

works in this area were limited to predicting links 

that may get added to the network during an 

interval of time. Very few works have explored 

the possibility of the links getting dropped in 

future. This paper proposes a method to predict 

negative links in protein network using Adaptive 

Genetic Algorithm. It also suggests a method to 

improve the performance through minimum Weak 

Edge-Edge Domination set of the network. The 

promising result obtained on MINT dataset asserts 

that proposed method can be an answer to the link 

prediction problem in protein networks. 
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